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Abstract—This paper presents ChirpMu, a system that encodes
information into chirp symbols and embeds the symbols with
music. Users enjoy music without realizing the existence of chirp
sounds, while their smartphones can decode the information.
ChirpMu can be used to broadcast information such as Wi-
Fi secrets or coupons in shopping malls. It features novel
chirp symbol design that can combat sound attenuation and
environment noise. In addition, ChirpMu properly adjusts the
portion of chirp symbols with music, so that the chirp symbols
cannot be heard by users but can be decoded by smartphones
with low error rate. Various real-world experiments show that
ChirpMu can achieve low bit error rate.

Index Terms—chirp, wireless communication, acoustic commu-
nication, imperceptible

I. INTRODUCTION

Acoustic data transmission technology provides an attractive

means to broadcast information to co-located mobile devices

without addition communication devices, and hence is widely

adopted in many location-based service (LBS) applications.

For example, in a shopping mall, store vendors can use data-

over-music to broadcast electronic coupons to those customers

who are in close vicinity of the store as shown in Fig. 1. Wi-

Fi secrets can be broadcast via acoustic signals to reduce free

riders [1]. Compared to other wireless communication tech-

nologies such as Bluetooth, NFC (near-field communication)

and screen-camera communication like QR code, the advan-

tages of the acoustic approach are in terms of transmission

distance and coverage.

By investigating existing acoustic data transmission schemes

[2]–[4] in the literature, we raise an open question whether
acoustic data transmission can be achieved within certain
range of aerial space (saying, 5 meters away) between a
speaker and microphones on COTS (commercial off-the-shelf)
smartphones without human perception (i.e., being inaudi-

ble or hiding audio data in background music). We are

mainly interested in smartphones due to its portability [5].

Since COTS smartphones do not support capturing ultrasound

signals (frequency above 20kHz), the information can only

be encoded in audible (less than 16kHz) or near-inaudible

(16kHz-20kHz) frequencies. To ensure that users do not notice

the sounds, information encoded in audible frequencies can

Xiaojun Zhu is the corresponding author (xzhu@nuaa.edu.cn).
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Fig. 1. Shopping malls send coupons through ChirpMu.

only slightly change frequency or amplitude of the background

sound [2]. For near-inaudible frequencies, the energy of the

encoded sounds shall be small. In both cases, the effective

transmission range of existing inaudible acoustic data trans-

mission approaches is usually less than 1m (e.g, 30cm in [3]

and 20cm in [4]). The underlying reason is that the coding

scheme is not robust to signal fading. Louder sound signals can

propagate longer, but they may become audible by humans.

To address this question, this paper proposes ChirpMu,

which uses chirp symbols to combat signal fading in near-

inaudible frequencies. Chirp modulation has shown success

in various scenarios to have robust properties against signal

fading and noise, e.g., in LoRa [6]. Because it uses the slope

of frequency change to modulate information, it can cope

with Doppler effect caused by movements, which traditional

frequency modulation cannot handle. We propose to apply

chirp modulation to encode information as sounds, with near-

inaudible frequencies. In contrast to [4], ChirpMu can achieve

a transmission range of 5 meters. We also propose new chirp

symbols, which are easier to decode than the traditional chirp

symbols, and are suitable for implementation on smartphones.

Our contributions can be enumerated as follows.

1) We propose ChirpMu, which encodes information as

chirp symbols in near-inaudible frequencies and mixes

them with background music. ChirpMu can achieve

longer transmission range than existing coding methods

for acoustic communication in smartphones.

2) We propose new chirp symbols, which are easier to978-0-7381-3207-5/21/$31.00 ©2021 IEEE

2021 IEEE/ACM 29th International Symposium on Quality of Service (IWQOS)

978-1-6654-1494-4/21/$31.00 ©2021 IEEE

20
21

 IE
EE

/A
C

M
 2

9t
h 

In
te

rn
at

io
na

l S
ym

po
si

um
 o

n 
Q

ua
lit

y 
of

 S
er

vi
ce

 (I
W

Q
O

S)
 | 

97
8-

1-
66

54
-1

49
4-

4/
21

/$
31

.0
0 

©
20

21
 IE

EE
 | 

D
O

I: 
10

.1
10

9/
IW

Q
O

S5
20

92
.2

02
1.

95
21

35
3

Authorized licensed use limited to: NANJING UNIVERSITY OF AERONAUTICS AND ASTRONAUTICS. Downloaded on January 03,2022 at 12:52:35 UTC from IEEE Xplore.  Restrictions apply. 



decode than traditional chirp symbols. We also propose

a controllable method to adjust the portion of music

and chirp symbols, so that the users do not notice the

embedded chirp symbols and the bit error rate of chirp

signals is low.

3) We conduct various experiments to evaluate ChirpMu.

The rest of the paper is organized as follows. Section II

reviews related works. Section III presents the basic idea

and challenges. Section IV gives the design of ChirpMu and

Section V evaluates it. Section VI concludes the paper.

II. RELATED WORKS

Many works employ acoustic channel for device to device

communication. There are generally two categories according

to whether the frequencies are audible.

A. Acoustic communication in audible frequencies

For audible frequencies, the basic idea is to slightly modify

the amplitude and frequencies so that humans cannot distin-

guish. A major application is to watermarking audio files [2].

Chen et al. [7] use a spread spectrum watermarking tech-

nique to deliver information up to 2m with stable performance

around 30cm. Dolphin [8] performs orthogonal frequency-

division multiplexing (OFDM) on 8kHz-20kHz, with each

subchannel alternating between amplitude-shift keying (ASK)

and energy difference keying according to whether the original

audio has strong signal above 14kHz. In case of ASK, acoustic

signals above 14kHz are cleared altogether. Similarly, Eichel-

berger et. al [3] find subchannels with weak signals in 500Hz

to 10kHz, and clear original audio in this subchannel, followed

by encoding information in the cleared subchannel.

Zhang et al. [1] propose a system to broadcast Wi-Fi

information to customers through sound signal, using method

similar to frequency-shift-keying with 3kHz as the base fre-

quency, and the experimental distance is between 10cm and

100cm. The resulting signals are audible.

For these works, the original music is mixed closely with

encoded information, which may be annoying to users. It

is also not easy to control the ratio of music and encoded

information.

B. Acoustic communication in (nearly-)inaudible frequencies

Backdoor [9] enables microphone to record ultrasound

(above 20kHz). It observes that special high frequency (e.g.,

40kHz) sounds may leave “shadow” in audible frequencies at

the microphone, which can be used to encode information.

To use Backdoor, the sender should be specially-designed

ultrasonic speakers.

PhoneEar [10] uses simple version of frequency-shift keying

(FSK) to modulate in the 17kHz-20kHz band, and distances up

to 18m. But it is not completely inaudible, and its experiments

show that the music produced by this method is somewhat

different from the original music.

Hush [4] is a software modem that uses OFDM to send

data between commercial smart mobile devices at frequencies

16KHz-20KHz, ideally over a distance of 5-20cm.

Chirp modulation has successful applications in many ar-

eas, including distance estimation [11], underwater commu-

nication [12] and long distance communication [6]. These

successful applications inspire out design of ChirpMu. Lee

et al. [13] propose an enhanced modern design for CSS (chirp

spread spectrum) -based AAC (aerial acoustic communication)

to achieve high reliability and low computational complexity.

The proposed quaternary coding unit utilizes the time-shift

property to deal with the frequency selectivity of the audio

interface of COTS devices, and the frequency range of the

signal is between 18.5KHz and 19.5 kHz. They do not mix

encoded information with music.

C. Alternative technologies

Instead of using microphones as receivers, VEH-COM [14]

propose to use a vibration energy harvesting (VEH) device as

receiver to decode sounds from a speaker.

Screen-camera link is an alternative technology for broad-

casting. For example, information can be hidden in videos, so

that users can watch videos and their smartphone can decode

hidden information [15], [16]. When used in our scenario,

screen-camera communication require a large screen that is

visible to customers at different locations, which need more

financial investment. RFID technology [17] can also transfer

short messages, but require specialized hardware at the user.

III. BASIC IDEA AND DESIGN CHALLENGES

We consider scenarios where music is played on a daily

basis, e.g., in a shopping mall, a restaurant, a gymnasium or

a bar. The basic idea is to embed information into music such

that humans cannot hear but their smartphones can ignore the

ambient noise and successfully decode the information they

receive. This approach can be used to broadcast information

such as location-based coupons or Wi-Fi secrets [1]. This is

a broadcast service, and there is no feedback from receiver to

the sender.

In summary, the following requirements should be satisfied.

R1: Humans cannot hear the embedded information, i.e.,

they cannot tell the difference between modified music

and the original music.

R2: Smartphones can decode the embedded information.

R3: The distance between sender and receiver can be several

meters away, a typical distance is 5 meters.

R4: There is no feedback from receiver to sender.

For R2, we need to require the smartphone to automatically

ignore ambient noise and carrier music during decoding. For

R3, we note that a 5-meter distance implies that the system

can cover about 10×10 m2 square. This requirement excludes

near-field communication technique such as [18].

A. Smartphones cannot hear ultrasound

A natural solution to satisfy R1 and R2 is to use ultra-

sound to encode the broadcast information. Unfortunately, a

major challenge we encounter to implement the idea is that

commercial smartphones do not have microphones supporting

ultrasound signals. By definition, ultrasound is sound that is
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(a) The original generation frequency increased from 10kHz to 25kHz in
1 second.
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(b) Observed frequency of a smartphone when the actual frequency grows
from 10kHz to 25kHz in 1 second.

Fig. 2. Original frequency and observed frequency

inaudible by human, and has frequency above 20kHz. Smart-

phones do not need to support ultrasound because humans

do not need this ability. We conduct an experiment where a

loudspeaker plays sounds with frequency gradually growing

from 10kHz to 25kHz (e.g. 2(a). Fig. 2(b) shows the observed

frequency of a smartphone.

We can see that the smartphone is unable to detect sounds

above 20kHz. We test other phones and get similar results. In

fact, the microphone of most smartphones can only support a

sampling rate of 44.1kHz, and by Nyquist-Shannon sampling

theorem, this sampling rate can decode signals with frequency

at most 22.05kHz. This observation suggests that we should

use sounds with frequency no more than 20kHz, or near-

inaudible sounds. Backdoor [9] attempts to solve this problem

by using specialized ultrasound speakers to generate certain

ultrasound that leaves “shadow” in audible frequencies.

B. Near-inaudible frequency may be audible

Sounds with frequency from 16kHz to 20kHz is near-

inaudible by humans because the threshold for hearing them

increases dramatically after 16kHz. However, an increasing

threshold does not necessarily mean that we can use these

frequencies arbitrarily. Some people may still hear the sounds

if the volume is high [19].

Thus, we encounter a dilemma to use near-inaudible sounds.

If the volume is too high, some people may hear it, violating

R1. However, if the volume is too low, smartphones may not

hear it, violating R2 or R3. This dilemma does not exist for

ultrasound since human cannot hear it even for high volume.

This dilemma poses a challenge on the coding mechanism,

which must tolerate low volume sounds. To the best of our

knowledge, existing works using near-inaudible sounds do not

restrict the volume to avoid disturbing humans. The reason

that no human can hear the sounds is that the conducted

experiments has short distance (e.g., [4]), naturally requiring

low volume.

Works in audible frequencies either slightly change the

frequency or amplitude, having short transmission range [2],

or make the resulting mixed sounds noticeable by users

sometimes [8], [10]. Essentially, the encoded signals should

have low energy in audible frequency, otherwise the original

sounds may be corrupted.

In this work, we use near-inaudible frequency as in [4],

but we use a robust coding mechanism to tolerate low signal

energy and high noise, so that it can support longer distance

and has low bit error rate.

C. Requirements to automatically ignore ambient noise and
music carriers

A key step to satisfy R2 is to avoid the influence of music

carrier and ambient noise as much as possible in the decoding

process. Since chirp signals are in a high frequency band, a

straightforward approach is to obtain chirp signals by applying

a high-pass filter on the mixed sounds. We can use a high-pass

filter to directly filter out all the signals below 17kHz and get

the chirped signal, so the high-pass filter is suitable for all

types of music carriers decoding. However, the use of a filter

may lead to distortion of the sound signal, resulting in a certain

amount of energy loss, affecting the subsequent decoding.

In this work, we use the method of comparing the energy

sum of the up-chirp frequency band and the down-chirp

frequency band to decode, so our decoding work is only

carried out within the frequency range of the chirp symbol.

However, the sound produced in our daily life, whether it is

the sound of the carrier music or the environmental noise, is

generally below 8kHz, far below the frequency range of the

chirped symbols we produce. Therefore, our decoding method

can automatically ignore both the music itself and the ambient

noise.

IV. CHIRPMU DESIGN

To overcome the limitations of existing approaches, we

propose ChirpMu, which uses chirp symbols to encode in-

formation in near-inaudible frequencies. We first overview

ChirpMu, and then present its key components.
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Fig. 3. Overview of ChirpMu

A. Overview

ChirpMu consists of two parts shown in Fig. 3, a sender

to create mixed music and m receivers executed on clients’

smartphones to extract embedded information in music.

In the sender part, the information W to be broadcast is

converted to a sequence of chirp symbols X , and then mixed

with the original music stream at a certain proportion to

create a mixed audio stream. The mixing operation can be

executed either online or offline. In this paper, we implement

an offline version, since both the broadcast information and

music carriers can be determined beforehand in the considered

scenario. The mixed audio streams are transmitted through the

air by loudspeakers.

The receiver is executed on a user’s smartphone. The

smartphone captures mixed music in the air by the built-

in microphone, processes the audio stream by fast Fourier

transform (FFT) to obtain the amplitude of the frequency, and

then calculate the energy of the up-chirp and down-chirp bands

and decode the symbols to get the broadcast information.

B. Encoding and decoding chirp symbols

To combat against low energy requirement to avoid making

the information audible, we propose to use chirp to encode

information, which has shown success in long distance com-

munication in LoRa [6]. It does not necessarily provide high

throughput, but can deliver information without disturbing the

user.

We encode 0/1 bit to an up-/down-chirp symbol, respec-

tively. Let f0 and f1 be the smallest and largest frequency of

chirp, and τ be the symbol duration. Let μ be the frequency

changing rate defined as (f1−f0)/τ . Then, chirp symbols are

obtained by sampling two cosine waves in time for a duration

of τ .

Traditionally, the cosine wave for up-chirp is s(t) =
cos(2πf0t + πμt2), and that for a down-chirp is s(t) =

cos(2πf1t− πμt2). Intuitively, an up-chirp symbol is a piece

of sound with frequency increasing from f0 to f1, and a

down-chirp symbol is sound with frequency decreasing from

f1 to f0. Unfortunately, the decoding method for the above

chirp symbols is complex. For example, a classic method is

to perform Hough transform on short-time Fourier transform

of the sounds [20].

Thus, we propose two new chirp symbols by dividing the

frequency range into two equal parts. Let the central frequency

be fc = (f0 + f1)/2. We set the cosine wave for the up-chirp

symbol as

s(t) = cos(2πfct+ πμ/2t2),

and that for the down-chirp symbol as

s(t) = cos(2πfct− πμ/2t2).

That is, the up-chirp symbol’s frequency increases from fc to

f1 and the down-chirp symbol’s frequency decreases from fc
to f0.

To decode chirp symbols, suppose a piece of sounds corre-

sponding to a chirp symbol is s′. We perform a fast Fourier

transform (FFT) on s′ to get the magnitude along frequencies.

Let mag(i) be the magnitude of frequency i, we compute two

energy summations

eup =
∑

fc≤i≤f1

mag(i)2

and

edown =
∑

f0≤i≤fc

mag(i)2.

If eup > edown, then the symbol is a up-chirp, and a down-

chirp otherwise. The intuition is that, if the total energy of

frequencies in (fc, f1) is greater than that in (f0, fc), then the

symbol is a up-chirp. Our decoding algorithm is much simpler

than the traditional Hough transform-based decoder.

2021 IEEE/ACM 29th International Symposium on Quality of Service (IWQOS)

Authorized licensed use limited to: NANJING UNIVERSITY OF AERONAUTICS AND ASTRONAUTICS. Downloaded on January 03,2022 at 12:52:35 UTC from IEEE Xplore.  Restrictions apply. 



50 100 150 200 250

Time (ms)

0

5

10

15

20

F
re

q
u

en
cy

 (
k

H
z)

-140

-120

-100

-80

-60

-40

P
o

w
er

/f
re

q
u

en
cy

 (
d

B
/H

z)

(a) original music
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(b) music combined with chirp symbols
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(c) music combined with smoothed chirp symbols

Fig. 4. Short time Fourier transform on different audio sounds

For the parameters, f0 and f1 influence whether the human

can hear. We will set them to near-inaudible frequencies men-

tioned in Section III. The duration of a symbol influences its

robustness against fading and noise, and should be configured

by experiments.

C. Removing noise due to leaked energy of chirp symbols

After generating chirp symbols, we find that even in the

frequency band 18-20kHz, which is insensitive to human ears,

the generated chirp audio will still produce an obvious audible

click sound. After analyzing the frequency of the generated

audio, we find that the connection of the two chirp symbols

in the near-inaudible frequency band produces energy in the

audible frequency band.

To illustrate the problem, we show the spectrogram of the

original music in Fig. 4(a) and the spectrogram of the mixed

audio in Fig. 4(b). By comparing the two figures, we observe

a high-pitched audible noise (below 16kHz) around the border

of two chirp symbols. The main reason is that a chirp symbol

can be considered as an infinite sequence multiplied by a finite

rectangular window. The window leaks energy at the border.

To address this issue, we propose to preprocess a chirp

symbol by smoothing it with a simple triangle window.

Specifically, We multiply the first half and the second half

of a triangle window at the beginning and the end of each

symbol, so that each symbol tends to be continuous. Fig. 4(c)

shows the spectrogram of the resulting combined sound. We

find that there is no extra energy show in frequency below

16 kHz at the junction of two chirp symbols. We play the

combined sound preprocessed by the triangle window and find

that the high-pitch noise disappear.

D. Frame synchronization

The client may start listening at any time. To decode

correctly, it should determine the start of a frame. To this

end, we generate a startup symbol as the startup signal, which

aligns the data symbols. We use five fixed chirp symbols at

the beginning of a frame. The receiver continuously detect the

start flag and align the symbol data using short-time Fourier

transform. When we detect energy of frequencies in the range

from f0 to f1, we enter into a special state, where we attempt

to decode the upcoming five chirp symbols. When the five

chirp symbols are decoded successfully, the frame is perfectly

synchronized. Otherwise, we slide the window by one sample

and begin the next attempt.

E. Mixing music with chirp symbols

Suppose the audio stream corresponding to music is a vector

x and that corresponding to chirp symbols is a vector y. The

straightforward solution to mix music is to add them directly

to produce the combined audio stream z, i.e.,

z = x+ y.

However, we find that the resulting audio would produce

bursts and high-pitched noise, which does not occur when

playing the two audio streams separately. After examining the

mixed audio stream, we find that the reason is due to addition

overflow due to each sound sample being represented as a

fixed-length binary string.

To address this issue, we normalize music stream so that

every sample is a float value in the range from -1 to 1. The

chirp audio stream do not need to be normalized since they

are sampled from the cosine function, which is already in the

range from -1 to 1. Let the the normalized music stream be

x. We set the resulting combined stream as

z = ((1− ρ)x′ + ρy)Nmax,

where ρ is a weighting parameter controlling the portion of

chirp in the combined stream, and Nmax is the maximum value

of a sound sample (e.g., Nmax = 255 if each audio sample is

represented in 8-bit).

Small ρ gives low portion of chirp audios so that they are

inaudible, but results in high bit error rate due to low energy.

We should set ρ such that the chirp symbols are inaudible and

the bit error rate is low. We will set it in experiments.

It is worth mentioning that our decoder still works on the

mixed music. There is no need to filter out music carriers and

ambient noise, because little music and ambient noise energy

follow in the frequency range of chirp symbols, and music

carriers and ambient noise is automatically ignored by our

decoding method.
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Fig. 5. Equipments in the experiments

V. PERFORMANCE EVALUATION

In this section, we conduct a large number of scientific

and reasonable experiments under different conditions. The

experimental equipment is shown in Fig. 5. We study the

influence of various factors on the system performance. We

first consider how to choose appropriate parameters, including

symbol duration, music proportion and center frequency of

chirp signal. The influence of the selection of various param-

eters on the system performance and concrete conclusions are

obtained. We then further expanded our research ideas. We

study the effects of a number of external factors, including

distance, volume, ambient noise, and different music carriers.

Experiments on these factors demonstrate the robustness of

our system.

A. Parameter selection

In this subsection, we discuss the choice of three key

parameters for chirp signal generation. We conduct some

comparative experiments to discuss symbol duration, music

proportion, and center frequency selection. Only by selecting

appropriate parameters can our chirp signal have a better

transmission effect in maintaining imperceptible.

1) Symbol duration: We first test the effect of symbol

duration on bit error rate. We test the relationship between

the duration and the bit error rate (BER) by changing the

duration of symbols on the basis of transferring 240 symbols.

We conducted the experiment under the premise of chirp audio

ratio ρ of 0.4 and center frequency of 18,000Hz. We set the

duration respectively to 10ms, 40ms, 60ms, 100ms and 130ms,

and the experimental results are shown in Fig. 6.

From the experimental results, it can be concluded that the

bit error rate of symbols decreases with the increase of symbol

duration. Considering the two aspects of transmission rate and

decoding rate, we choose 100ms as the duration of a symbol.

2) Ratio of chirp and music: We then consider the impact

of chirp audio ratio on bit error rate. Obviously, when the

proportion of music is higher, the similarity between the

synthesized audio and the original music is higher, that is, the
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audio quality is higher. Similarly, when the proportion of chirp

audio is higher, the bit error rate of information transmission

is lower. To ensure low bit error rate and high audio quality at

the same time, it is of great significance to find a proper chirp

audio ratio, i.e., ρ. Under the premise that the symbol duration

is 100ms and the central frequency is 18000Hz, the world-

famous song Canon is selected as the music carrier for the

experiment. We change the chirp audio ratio from 0.1 to 0.5
with increments of 0.1, and measure the relationship between

the bit error rate and the audio ratio. The results are shown in

Fig. 7.

We can see that, when the proportion of chirp audio is 40%

or above, the bit error rate is relatively low and tends to a stable

state. When the proportion of chirp audio is 30%, it can be

seen that the bit error rate increases significantly. When the

proportion of chirp audio continues to decrease, the bit error

rate continues to rise rapidly. According to the experimental

results, selecting a chirp ratio of 0.4 can make the two audio

segments reach an appropriate balance point, which will not

affect the user’s senses and can send data in a better way.

3) Center frequency: In addition, we need to find an appro-

priate center frequency to generate the chirp signals. Ideally,

we prefer high frequency band since it is inaudible to human

ears. However, the energy in high frequency band may be low

due to hardware constraints on both microphones and load

speakers, which may make it difficult for mobile phones to

decode. Therefore, we measure the frequency bands detectable

by different microphones, and find that the upper limit frequen-

cies vary among smartphones. The upper limit frequency of

Redmi phones is about 18.8KHz. Oppo, Smartisan, Samsung
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TABLE I
PARAMETER SETTINGS

Parameter Default Value

Symbol Duration 100ms

Ratio of Chirp and Music 0.4

Center Frequency 18kHz

and Nokia all have a maximum frequency of nearly 20KHz.

We also find that the higher the frequency, the weaker the

detection power. Our experiments use Redmi phones for the

interest of worst-case evaluation. We set the duration as 100ms

and ρ as 0.4. Then we set the chirp center frequency as

17500Hz, 18000Hz, 18500Hz and 19000Hz to measure the

bit error rate respectively. The experimental results are shown

in Fig. 8.

As can be seen from the experimental results, for Redmi

phones, the bit error rate increases rapidly when the chirp

center frequency increases to 18500Hz and above. Therefore,

to accommodate most phones and for better decoding perfor-

mance, we set the center frequency to 18000Hz.

We summarize the adopted parameter settings in Table I.

B. Impact of ambient noise

Considering that our system will be used in different types

of public places, and different types of places will be accom-

panied by different levels of noise. Therefore, it is necessary to

study the impact of environmental noise on the transmission of

information. We have five levels of ambient noise and we will

test our bit error rate at different levels of ambient noise. Quiet

and comfortable ambient noise intensity is 30-40 decibels.

Conversation place noise is generally 40-60 decibels. Noise

above 60 decibels is considered noisy and 70 decibels is very

noisy, interfering with the normal conversation, and making

people feel upset, mental concentration, and begin to damage

the hearing nerve. We use a decibel meter to measure the

ambient noise, and then we measure the bit error rate when

the ambient noise is around 30, 40, 50, 60 and 70 decibels

respectively. Fig. 9 shows the relation between ambient noise

and bit error rate.

The experimental results show that our system still has a

good decoding rate under the circumstance of large ambient

noise. This is because our decoding work is only carried
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out within the frequency range of chirp symbols, while the

sound produced in our daily life, whether it is the sound

of music or ambient noise, is generally below 8000Hz, far

below the frequency range of chirp symbols we generate. So

our decoding method can automatically ignore both the music

itself and the ambient noise. Thus, our system works in almost

any place whether it is quiet or noisy.

C. Impact of distance between the speaker and the receiver

Fig. 10 shows the effect of the distance to the bit error

rate, we use two Redmi devices, a Nokia device, an Oppo

device, a Smartisan device and a Samsung device, to conduct

the experiment at the distances of 2-10 meters respectively.

The sound signals should degenerate with the increase of the

distance, thus leading to the increase of the bit error rate. The

experimental results show that in a certain distance, the bit

error rate fluctuates within a certain error range, and after the

certain distance, the bit error rate increases in the fluctuation.

It also shows the robustness of our system. Bit error rate is

the lowest when a suitable distance is reached. Later, as the

distance increases, the sound signal decays and the bit error

rate increases.

D. Impact of volume

In this subsection, we test the influence of the volume on

the bit error rate. As the volume decreases, the sound signal

decreases, and the bit error rate should gradually increase.

We set the volume as 10%, 30%, 50%, 70%, and 100% of

the speaker volume respectively to test the bit error rate. The

experimental results are shown in Fig. 11. According to the
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TABLE II
BER OF DIFFERENT MUSIC

Songs BER[%] Genre

Fur ELISE 0 classical

Canon 0 classical

Faded 0 electronic

Closer 0 electronic

Hobo Blues 0 blues

Cross Road Blues 0.18 blues

500 miles 0.65 folk

Yesterday Once More 7.38 folk

Bohemian Rhapsody 0 rock and roll

What Do You Got 0.23 rock and roll

experimental results, the bit error rate is 0 when the volume is

50%, 70% and 100% of the loudspeaker volume. The bit error

rate increases slightly to 0.07% when the volume is reduced to

30%. Only when the volume drops to 10% does the bit error

rate increase dramatically. The experimental results show that

our system is robust, and the volume fluctuation in the normal

range will not affect the decoding work, and the bit error rate

increases only when the volume is low to a certain extent.

E. Impact of different music carriers

In order to test the applicability of various types of music,

we tested different types of songs with a chirp ratio of 0.4.

Music can be divided into different types according to its style

and characteristics. We select ten world-famous songs of five

types, namely electronic music, classical music, blues music,

rock and roll music and folk music, to conduct the experiment,

and the experimental results are shown in Table II. It can

be concluded from the experiment that this system has good

adaptability to all kinds of music with low or high spectral

centroid. This means that our system is very robust and can

be used in different types of places.

F. Discussion

ChirpMu can transmit data to smartphones without humans

being able to perceive it. This can be widely used in location-

based services (LBS) applications [21]. Our experiments show

that ChirpMu can be adapted to a variety of music carriers

without being affected by ambient noise, which makes our

system suitable for any place where music can be played,

such as shopping malls, bars, restaurants, etc. The store vendor

can use data-over-music to broadcast electronic coupons to

customers near the store. However, if there are many stores in

a big shopping mall, we should distribute all kinds of coupons

to users in the way of playing music uniformly. However, if

each store plays its own music, there will be conflicts. We

plan to investigate this problem in the future.

VI. CONCLUSIONS

In this paper, we propose a system for broadcasting infor-

mation to customers through music. To use our system, the

information provider uses loudspeakers to broadcast music

mixed with chirped signals. A customer can receive the

information using the built-in microphone on the smartphone.

The advantage of our system is that it can adapt to a variety

of music carrier and can resist ambient noise, so providers

can easily send different information to customers according

to different scenarios. Our system has a very low bit error rate

in both high ambient noise and low ambient noise scenarios.

To use our system, customers can be several meters away

from the loadspeaker. Our system is characterized by the use

of novel chirp symbols to send information, which has a

good fault tolerance rate in mobile devices. Customers cannot

distinguish between the audio synthesized with chirp signals

and the original music, which enables customers to receive

information without being disturbed while enjoying music.
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